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– Los Alamos National Lab 
• Brad Settlemyer 
• Jeremy Sauer 

– EMC 
• Sorin Faibish 
• Haiyun Bao 
• Jingwang Zhang 

BULK ASYNCRONOUS DISTRIBUTED 
CHECKPOINTING AND IO COAUTHORS 
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Asynchronous computing is the future 
– Asynchronous computing needs asynchronous checkpoint 
– [It helps synchronous computing too; just less so.] 

 
Our contributions 
0.  An instance of asynchronous checkpointing 

– Bulk-asynchronous distributed transactions (from DOE FF) 

1. An evaluation methodology 
– Hotspots, heat, movement, communications 

2. A simulated bulk synchronous application 
– 18% runtime or 40% storage reduction 

SUMMARY OF TODAY’S TALK 
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LIFE OF A COMPUTE JOB 
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LIFE OF A COMPUTE JOB 

I: Input C: Compute E: Exchange K: Checkpoint O: Output 
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HEY!  WHAT ABOUT RESTART?!?! 

HotStorage 2015 
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We have taken serious measures (under synchronous io) to 
ensure great load-balancing. However in multiphysics 
scenarios (e.g. Monte Carlo radiation calculation in fire 
scenarios, or what is essentially lagrangian particle tracking 
for wind turbine blade elements) we can turn the difficult 
algorithm-disparity, load balancing nightmare into a 
benefit, by dynamically allowing those types of tasks to be 
performed by the fastest arriving cores and providing some 
overlap time for slow arriving cores to catch up. Essentially 
we could create the same types of imbalance we struggle 
so hard to circumvent now. 

– LANL scientist. 

REPARTITIONING WORK IS HARD 



12 © Copyright 2015 EMC Corporation. All rights reserved. 

 
 

  
  

Unstructured 

MULTI-DIMENSIONAL MESHES 

• Spatial meshes in 1-D, 2-D, & 3-D for 
finite-difference/finite-element numerics 

Brick mesh 
(Cartesian, 
cylindrical, 
spherical) 

Continuous AMR 
Cartesian mesh 
(cell-by-cell & 
cycle-by-cycle) 

Structured & 
Block Structured 
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REPARTITIONING WORK IS GETTING HARDER 
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ALTERNATIVE APPROACH: ASYNC COMPUTE 

HotStorage 2015 
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SAVING DISTRIBUTED STATE IS HARD 



16 © Copyright 2015 EMC Corporation. All rights reserved. 

SYNCHRONOUS STATE CAPTURE 
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SYNCHRONOUS STATE CAPTURE WITH B.B. 
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• BAD Check is one such instance 
– Formerly known as IOD from Intel-EMC-HDF FastForward 

• Move synchronization from app to storage 

• Transactions 
– Capture synchronous views of data at asynchronous 

moments of wall-clock 

• Reference counting 
– Storage ensures consistent and complete transaction 

ASYNC COMPUTE NEEDS ASYNC CHECKPOINT 
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Transactions Mark Synchronous Virtual 
Views in Asynchronous Physical Time 

Time 
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Epochs 

[This is actually Eric Barton’s 
picture of epochs in DAOS which 
are very similar to transactions 
in Bad Check.  In fact, there is a 
1:1 mapping between the two.] 
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Asynchronous Distributed Transactions 

MPI_Init(…) 
iod_init(mpicomm); 
iod_container_create(…); 
 
for( timeseries T=0; ! isdone(T); T++ ) { 
 compute(); 
 iod_start_trans(trans=T, siblings=S); 
 /* MPI_Barrier(mpicomm); */ 
 iod_obj_write_all(…); 
 iod_end_trans(trans=T); /* asynchronous */ 
} 

Look Mom, no barriers! 
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SYNCHRONOUS / ASYCHRONOUS 

TYPICAL COORDINATED CHECKPOINTING 

BULK ASYNCHRONOUS DISTRIBUTED CHECKPOINTING 
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DISTRIBUTED ASYNCHRONOUS TRANSACTIONS 
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Parallel File System 
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BENEFITS OF BULK-ASYNCHRONOUS 

• Performance 
– Faster wall-clock runtimes 

• When there are hotspots 
• When hotspots move 
• When communications are not global 

– Vacate fast nodes early; prestage next job 
• Cost: lower storage bandwidth requirements 
• Usability 

– Versioning 
– Time-series analysis 
– Uncoordinated producer-consumer 
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HEAT OF HOTSPOTS 
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HOTSPOT MOVEMENT 
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COMMUNICATIONS 
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STORAGE COST REDUCTION 
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Cheaper Storage (efficiency) 

With a storage system 
reduced by 40%, you get 
same job throughput.  Buy 
cheaper storage! 

Normalized Storage System 
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THROUGHPUT IMPROVEMENTS 

Bulk Synchronous  Bulk Asynchronous  
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1. Hot spots exists 

2. Hot spots move 
– Not too slowly 
– Nor too quickly 

3. Communication is not global 

4. Failure detection is reliable 
– E.g. storage provides reliable transactions 

BAD CHECK IS GOOD . . . WHEN 

Asynchrony is coming; do not be afraid. 



john.bent@emc.com 

Asynchrony is coming; do not be afraid. 
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