
Gnosis Research 
Center

Jarvis: Towards a Shared, User-Friendly, 
and Reproducible, I/O Infrastructure.



Jaime Cernuda
jcernudagarcia@hawk.iit.edu

Running scientific code is a pain

Complex Parameter Space Machine-Specific Configurations Complex, Unstandardized Deployments

Applications and their dependencies 

often have many parameters that 
require expertise to configure

(e.g., HDF5 has thousands of 
configurable optimizations)

Applications often require specific 

knowledge of the machine and its 
environment to run

(e.g., network parameters, storage 
locations, etc.)

Experiments are often divided into many 

specialized scripts designed for particular 
machines and their environments

(e.g., the repo with a million bash scripts)

Can't we make 

reproducibility easier 
than this?
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● Jarvis aims to be a deployment definition and executor cli/python library.

○ It enforces documentation of parameter.

○ Provides mechanism to make scripts hardware adaptable.

○ Leverages Python with support for HPC-specific interfaces (e.g. MPIexec).

Jarvis
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● In Jarvis, we use “packages". 

● Jarvis has three general pkg types:

○ Service: runs forever, until stopped.

○ Application: runs to a definite completion. 

○ Interceptor: Used to intercept code (LD_Preload)

● Jarvis includes extensive utilities for handling program 

execution. This includes things like:

○ Executing MPI and PSSH commands in Python. 

○ Hostfile and configuration file management

○ Wrappers around common bash commands.

Jarvis Packages
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Resource Graph: a Hardware Definition
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● A record of the hardware 

and its configuration on a 

given cluster.

● It is sharable and 

reusable.

● There is a mildly 

successful automatic 

resource graph 

generator. 
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● Build hardware-independent packages

● Answer questions like:

○ Are there local NVMes on the compute node?

○ Does the network support verbs?

○ What is the PFS mount point?

Querying the Resource Graph
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● A pipeline specifies an ordered set of configured pkgs to execute. 

● An example of a Jarvis pipeline would be as follows:

● Jarvis provides a CLI to create pipelines.

● Pipelines can then be executed, stopped, configured and managed.

● Pipelines hold individual configurations of each package and maintain a static record of the environment.

○ Pipelines are sharable.

Pipelines: composable storage deployments
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On-Going
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● We are looking to understand the expectations/requirements 

and hardware used by the storage community.

● Building a public cluster with diverse storage and accelerator 

hardware that can be managed with Jarvis.

● Running a survey, qr code plus pamphlets on the back. 

Community Survey
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● Continuous and on-going development on Jarvis.

● Small team, we welcome contributions to the core of Jarvis, but 

also packages.

● We are always happy to help anyone interested in using it or look at 

github issues.

● It has been used in multiple labs and university research clusters.

Jarvis status
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Thank you!
Jarvis: https://github.com/grc-iit/jarvis-cd
Wiki: https://github.com/grc-iit/jarvis-
cd/wiki

Contact: llogan@hawk.iit.edu and/or 
jcernudagarcia@hawk.iit.edu

https://github.com/grc-iit/jarvis-cd/wiki
https://github.com/grc-iit/jarvis-cd/wiki
mailto:llogan@hawk.iit.edu
mailto:jcernudagarcia@hawk.iit.edu


Lighting
Quick Features
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Descriptive/Documented packages
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Custom Repositories
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Configuration management
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Python interface
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● Applications, workflow, benchmarks

● Storage systems (Hermes, redis, 

orangeFS)

● Compute systems (spark)

● Support packages (darshan, asan)

Built-in Packages
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Minor things
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